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Abstract

This paper discusses various statistics for testing hypotheses regarding returns to scale in the context of non-parametric models of technical efficiency. In addition, the paper presents bootstrap estimation procedures which yield appropriate critical values for the test statistics. Evidence on the true sizes and power of the various proposed tests is obtained from Monte-Carlo experiments. This paper is an extension of earlier work in [Manage. Sci. 44 (1998) 49; J. Appl. Statist. 27 (2000b) 779]. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Non-parametric methods have been widely used in management science and economics to estimate the efficiency of production units.3 These methods are based on definitions of technical and allocative efficiency by Debreu (1951) and Farrell (1957). A variety of non-parametric approaches for efficiency estimation have been proposed; those which rely on convexity assumptions have been termed Data Envelopment Analysis (DEA), and typically rely on linear programming (LP) techniques for solution.

Whether the underlying technology exhibits increasing, constant, or decreasing returns to scale is a crucial question in any study of productive efficiency. Färe and Grosskopf (1985) suggested an approach for determining local returns to scale in the estimated frontier which involves comparing different DEA efficiency estimates obtained under the alternative assumptions of constant, variable, or non-increasing returns to scale, but did not provide a formal statistical test of returns to scale. Banker (1996) proposed two rather ad hoc, semi-parametric statistical tests, although we see no
particular reason why one should expect these tests to have the correct size. In addition, Banker proposed using a Kolmogorov–Smirnov test to examine whether DEA efficiency estimates obtained under alternative assumptions regarding returns to scale have different distributions. Løthgren and Tambour (1999) suggest a bootstrap method for implementing statistical tests based on either ratios of distance function estimates along the lines of Färe and Grosskopf (1985) or on estimates of scale elasticity along the lines of Løthgren and Tambour (1996). Unfortunately, the bootstrap proposed by Løthgren and Tambour is seriously flawed, as we have explained in some detail in Simar and Wilson (2000a); in particular, their method yields inconsistent estimates and is based on a complete misunderstanding of what is known and what must be estimated.

We propose a bootstrap procedure for testing hypotheses regarding returns to scale, avoiding the ad hoc assumptions of Banker (1996) as well as the problems in Løthgren and Tambour (1999). In addition, we provide Monte-Carlo evidence indicating that our procedure yields tests whose sizes are much closer to the nominal size than Banker’s tests. The development of a reliable test procedure for examining returns to scale is important for both economic and statistical reasons. The question of whether a technology exhibits constant returns to scale everywhere typically has important economic implications – if the technology does not exhibit constant returns to scale, then some production units may be found to be either too large or too small. Some authors have a priori imposed the rather restrictive assumption of constant returns to scale while using DEA methods; this may seriously distort measures of efficiency if the true technology displays non-constant returns to scale. Indeed, as we discuss below, this scenario results in statistically inconsistent estimates of efficiency. Alternatively, if one assumes variable returns to scale when returns are actually constant everywhere, there may be a loss of statistical efficiency. Using the methods we propose below, researchers can first test whether returns to scale are constant, and then choose the appropriate estimator to measure efficiency.

DEA methods have frequently been characterized as deterministic in the literature (e.g., Lovell, 1993), as if to suggest that non-parametric models of efficiency have no statistical underpinnings. Yet, efficiency is measured relative to an estimate of the boundary of the underlying true production set, conditional on observed data resulting from an underlying (and unknown) data-generating process (DGP). Banker (1993) was one of the first to discuss the statistical nature of DEA estimators. Korostelev et al. (1995), Kneip et al. (1998), and Gijbels et al. (1999) examined the statistical properties of DEA estimators. Curiously, papers continue to appear in respectable journals which ignore the statistical nature of DEA problems. Simar and Wilson (1998) provide a bootstrap methodology for estimating confidence intervals for individual production units’ efficiency; this methodology is adapted here to the problem of testing hypotheses regarding returns to scale.

In the following section we discuss methods for measuring returns to scale in the true (but unknown) technology using distance functions, and in Section 3 we discuss estimation of these distance functions. The distinction between these two sections is important, and continues to be overlooked in many papers currently circulating. In Section 4 we propose several statistics for statistically testing hypotheses regarding returns to scale of the technology, and in Section 5 we show how critical values for our statistics can be estimated using bootstrap methods. Monte-Carlo estimates of the true sizes of our tests at various nominal sizes are provided in Section 7. Conclusions are discussed in the final section.

2. Measuring returns to scale

To establish notation and define the things we wish to test, let \( x \in \mathbb{R}^p \) denote a vector of \( p \) inputs and \( y \in \mathbb{R}^q \) denote a vector of \( q \) outputs. Define the production set

\[
P \equiv \{ (x, y) | x \text{ can produce } y \},
\]  

(2.1)

which is merely the set of feasible combinations of \( x \) and \( y \). The boundary of \( P \) is sometimes referred to as the technology or production frontier, and is
given by the intersection of $P$ and the closure of its complement, denoted $P^b$. Various assumptions regarding properties of the production set $P$ are possible; we adopt those of Shephard (1970) and Färe (1988), although our bootstrap methodology does not depend on these assumptions.

Now define the set $V$ as the convex cone (with vertex at the origin) spanned by $P$ so that $P \subseteq V$. If $P^b$ exhibits constant returns to scale (CRS) everywhere, then the technology $P^b$ implies a mapping $x \rightarrow y$ that is homogeneous of degree 1; i.e., $(x, y) \in P^b$ implies $(\lambda x, \lambda y) \in P^b$ for all $\lambda > 0$, and $P = V$.

Alternatively, if $P^b$ does not exhibit CRS everywhere, then $P \subset V$. In this case, we say that $P^b \cap V$ gives the region of $P^b$ that exhibits CRS. The intersection $P^b \cap V$ may be as small as a single point, but by construction cannot be the null set. Decreasing returns to scale in the neighborhood of a point $(x, y) \in P^b$ implies $(\lambda x, \lambda y) \notin P$ for $\lambda > 1$. Similarly, increasing returns to scale in the neighborhood of a point $(x, y) \in P^b$ implies $(\lambda x, \lambda y) \notin P$ for $\lambda < 1$. A technology $P^b$ that exhibits increasing, constant, and decreasing returns to scale in different regions is one of variable returns to scale (VRS) in the sense of Afriat (1972). 4

The Shephard (1970) output distance function provides a normalized measure of Euclidean distance from a point $(x, y) \in P$ to $P^b$ in a direction orthogonal to $x$, and may be defined as

$$D(x, y) \equiv \inf \{ \theta > 0 | (x, \theta^{-1}y) \in P \}. \quad (2.2)$$

Clearly, $D(x, y) \leq 1$ for $(x, y) \in P$. If $D(x, y) = 1$, then $(x, y) \in P^b$; i.e., that the point $(x, y)$ lies on the boundary of $P$, and the firm is technically efficient. 5

Analogous to (2.2), define

$$D^{crs}(x, y) \equiv \inf \{ \theta > 0 | (x, \theta^{-1}y) \in V \}. \quad (2.3)$$

For $(x, y) \in P$, $D^{crs}(x, y) \leq D(x, y) \leq 1$. If $D(x, y) > D^{crs}(x, y)$, then $P \neq V$ and $P^b$ does not exhibit CRS everywhere. If $D(x, y) = D^{crs}(x, y)$, then the projection of $(x, y)$ onto $P^b$ along the path $(x, \lambda y)$, $\lambda > 1$, yields a point on $P^b$ where $P^b$ exhibits CRS in the sense defined above. The same may not be true for another point, however; i.e., it does not follow that $P = V$.

Consider the set

$$V^{nirs} = P \cup \{(x, y) | (x, y) \notin P, (x, y) \in V, (\lambda x, \lambda y) \in P \text{ for some } \lambda > 1\}. \quad (2.4)$$

Then $P \subseteq V^{nirs} \subseteq V$. If $P = V^{nirs} \neq V$, then $P^b$ exhibits non-increasing returns to scale (NIRS), i.e., either constant or decreasing returns to scale. Analogous to (2.2), distance from a point $(x, y) \in P$ to the boundary of $V^{nirs}$ in the direction orthogonal to $x$ is given by

$$D^{nirs}(x, y) \equiv \inf \{ \theta > 0 | (x, \theta^{-1}y) \in V^{nirs} \}. \quad (2.5)$$

The distance functions defined by (2.2), (2.3) and (2.5) may be used to construct measures of scale efficiency along the lines of Färe and Grosskopf (1985), namely

$$s(x, y) \equiv D^{crs}(x, y)/D(x, y) \leq 1 \quad (2.6)$$

and

$$\eta(x, y) \equiv D^{nirs}(x, y)/D(x, y) \leq 1. \quad (2.7)$$

From the preceding discussion, if $s(x, y) = 1$, then $P^b$ exhibits CRS at the point where $(x, y) \in P$ is projected onto $P^b$ in a direction orthogonal to $x$. A firm operating at $(x, y)$ is then said to be output scale-efficient. On the other hand, if $s(x, y) < 1$ and the technology exhibits increasing, constant, and decreasing returns at different locations, then the firm at $(x, y)$ operates under the decreasing returns portion of the technology if $\eta(x, y) = 1$, or under the increasing returns portion of the technology if $\eta(x, y) < 1$.

---

4 Grosskopf (1986) gives additional discussion of returns to scale.

5 One can similarly define the Shephard (1970) input distance function, measures of hyperbolic graph efficiency defined by Färe et al. (1985), directional distance functions discussed by Färe et al. (1997) and Färe and Grosskopf (2000), or perhaps other measures. We present our methodology only in terms of the output orientation to conserve space, but the methods we propose can be adapted to the other cases by straightforward changes in our notation.
3. Estimating distance functions

None of the quantities discussed in the previous section are observed, including the scale efficiency measures \( s(x,y) \) and \( \eta(x,y) \); rather, they must be estimated from data. Given a sample \( \mathcal{F}_n = \{(x_i,y_i)\}_{i=1}^n \) with \( n \) observations, we can construct an estimator \( \hat{\mathcal{P}} \) of \( \mathcal{P} \), which also implies an estimator \( \hat{\mathcal{P}}^b \) of \( \mathcal{P}^b \). Substituting \( \hat{\mathcal{P}} \) for \( \mathcal{P} \) in (2.2) yields a distance function estimator \( \hat{D}(x,y) \) of \( D(x,y) \). Whereas \( D(x,y) \) measures distance in the output direction from the point \( (x,y) \) to \( \mathcal{P}^b \), \( \hat{D}(x,y) \) measures distance from the same point to \( \hat{\mathcal{P}}^b \), in the same direction. Much of the DEA literature obscures the distinction between measures of true efficiency such as \( D(x,y) \), and estimators such as \( \hat{D}(x,y) \) which, when computed from observed data, yield estimates of the true efficiency measures. Since the true production set is unobserved, all we can hope for is an estimate of efficiency, rather than any direct measure.

Several estimators of \( \mathcal{P} \) are possible. The union of the free disposal and convex hulls of \( \mathcal{F}_n \) provides one estimator, \( \hat{\mathcal{P}}^\text{vrs} \), of \( \mathcal{P} \); Korostelev et al. (1995) prove consistency and establish rates of convergence. Alternatively, the convex polyhedral cone (with vertex at the origin) spanned by \( \hat{\mathcal{P}}^\text{vrs} \), denoted \( \hat{\mathcal{V}}_n \), gives an estimator of \( \mathcal{V} \). Clearly, \( \hat{\mathcal{P}}^\text{vrs} \subset \hat{\mathcal{V}}_n \). Results in Korostelev et al. (1995) may be extended to prove that \( \hat{\mathcal{V}}_n \) is a consistent estimator of \( \mathcal{V} \), and therefore a consistent estimator of \( \mathcal{P} \) if \( \mathcal{P} = \mathcal{V} \), i.e., if \( \mathcal{P}^b \) exhibits CRS everywhere. But, if \( \mathcal{P} \) is convex and \( \mathcal{P}^b \) does not exhibit CRS everywhere, then \( \hat{\mathcal{P}}^\text{vrs} \) is a consistent estimator of \( \mathcal{P} \), but \( \hat{\mathcal{V}}_n \) is not. Therefore we say that \( \hat{\mathcal{V}}_n \) is constrained relative to \( \hat{\mathcal{P}}^\text{vrs} \); i.e., \( \hat{\mathcal{V}}_n \) is a more restrictive estimator of \( \mathcal{P} \) than \( \hat{\mathcal{P}}^\text{vrs} \) in the sense that \( \hat{\mathcal{P}}^\text{vrs} \) will be consistent regardless of the shape of the convex set \( \hat{\mathcal{P}} \), while \( \hat{\mathcal{V}}_n \) will be consistent only if \( \mathcal{P}^b \) exhibits constant returns to scale everywhere, i.e., if \( \mathcal{P} = \mathcal{V} \). This point is important in establishing null hypotheses about returns to scale which can be tested statistically.

An estimator of \( \mathcal{V}^\text{nirs} \) is provided by

\[
\hat{\mathcal{V}}^\text{nirs}_n = \{(x,y) \mid y \leq Y \tau, x \geq X \tau, i \tau \leq 1, \tau \in \mathbb{R}^n_+\},
\]  

where \( Y = [y_1 \cdots y_q] \), \( X = [x_1 \cdots x_p] \), with each \( x_i, y_i \), \( i = 1, \ldots, n \) denoting the \((p \times 1)\) and \((q \times 1)\) vectors of observed inputs and outputs (respectively), \( i \) is a \((1 \times n)\) vector of ones, and \( \mathbf{\tau} = [\tau_1 \cdots \tau_n] \) is a \((n \times 1)\) vector of intensity variables. By construction, \( \hat{\mathcal{P}}^\text{vrs} \subset \hat{\mathcal{V}}^\text{nirs}_n \subset \hat{\mathcal{V}}_n \). Once again, results from Korostelev et al. (1995) can be extended to prove that \( \hat{\mathcal{V}}^\text{nirs}_n \) will be a consistent estimator of \( \mathcal{P} \) if \( \mathcal{P}^b \) exhibits only constant or decreasing returns to scale (i.e., non-increasing returns to scale). Similar reasoning suggests that \( \hat{\mathcal{P}}^\text{vrs}, \hat{\mathcal{V}}^\text{nirs}_n \), and \( \hat{\mathcal{V}}_n \) will consistently estimate \( \mathcal{P} \) if \( \mathcal{P}^b \) exhibits CRS everywhere, although \( \hat{\mathcal{V}}_n \) may have a higher convergence rate in this case. \( \hat{\mathcal{V}}^\text{nirs}_n \) and \( \hat{\mathcal{V}}_n \) will fail to estimate \( \mathcal{P} \) consistently if \( \mathcal{P}^b \) exhibits both increasing and decreasing returns to scale at different locations, but \( \hat{\mathcal{P}}^\text{vrs} \) remains consistent in this case.

Estimators of the distance functions defined by (2.2), (2.3), and (2.5) may be obtained by substituting the estimators \( \hat{\mathcal{P}}^\text{vrs}_n, \hat{\mathcal{V}}_n, \) and \( \hat{\mathcal{V}}^\text{nirs}_n \) for \( \mathcal{P}, \mathcal{V}, \) and \( \mathcal{V}^\text{nirs} \). Doing so yields

\[
\hat{D}^\text{vrs}_n(x,y)^{-1} = \max \{ \theta : \theta y \leq Y \tau, x \geq X \tau, i \tau = 1, \tau \in \mathbb{R}^n_+ \},
\]

(3.2)

\[
\hat{D}^\text{nirs}_n(x,y)^{-1} = \max \{ \theta : \theta y \leq Y \tau, x \geq X \tau, i \tau \leq 1, \tau \in \mathbb{R}^n_+ \},
\]

(3.3)

and

\[
\hat{D}^\text{vrs}_n(x,y)^{-1} = \max \{ \theta : \theta y \leq Y \tau, x \geq X \tau, i \tau \leq 1, \tau \in \mathbb{R}^n_+ \},
\]

(3.4)

respectively.

4. Testing hypotheses regarding returns to scale

Aside from the economic implications of whether \( \mathcal{P}^b \) exhibits CRS, there are also statistical issues relating to this question. If \( \mathcal{P}^b \) exhibits CRS everywhere, then both \( \hat{D}^\text{vrs}_n(x,y) \) and \( \hat{D}^\text{vrs}_n(x,y) \) are consistent estimators of \( D(x,y) \), but \( \hat{D}^\text{vrs}_n(x,y) \) may be less efficient in a statistical sense than \( \hat{D}^\text{vrs}_n(x,y) \) due to slower convergence. On the other hand, if
}\textsuperscript{B} exhibits non-constant returns to scale at some locations, then \( \hat{D}^\text{vrs}_n(x, y) \) will be an inconsistent estimator of \( D(x, y) \). \(^6\) Therefore, researchers need to know whether the technology is one of constant returns to scale before estimating technical efficiency. Moreover, even if \( \Theta^B \) is known to exhibit non-constant returns to scale, for policy purposes one might need to know whether a particular region of the technology displays increasing, constant, or decreasing returns to scale.

A priori assuming a CRS technology without investigating the possibility that returns to scale are not constant inures the risk of inconsistently estimating technical efficiency. A number of papers have analyzed returns to scale along the lines of Färe and Grosskopf (1985) by computing ratios \( \hat{D}^\text{vrs}_n(x_i, y_i) / \hat{D}^\text{crs}_n(x_i, y_i) \leq 1 \) for each observation \( i = 1, \ldots, n \) in \( \mathcal{S}_n \). If \( \hat{D}^\text{vrs}_n(x_i, y_i) / \hat{D}^\text{crs}_n(x_i, y_i) = 1 \), then the estimated technology is assumed to exhibit CRS at the point \( (x_i, y_i) / \hat{D}^\text{crs}_n \) (i.e., where \( (x_i, y_i) \) is projected onto \( \Theta^B \) in the output direction); otherwise, the estimated technology is assumed to exhibit either increasing or decreasing returns to scale at this point. Examples of this approach include Byrnes et al. (1986), Grosskopf and Valdmanis (1987), Dusansky and Wilson (1994), and Ferrier (1994).

With this type of analysis, definitive statements regarding the estimated technology \( \Theta^B \) are possible, but how these translate into inferences regarding the true, but unknown technology \( \Theta^B \) has been unclear, due to a lack of a formal statistical testing procedure. In other words, if for a particular observation one finds \( \hat{D}^\text{vrs}_n(x_i, y_i) / \hat{D}^\text{crs}_n(x_i, y_i) < 1 \), then without a formal testing procedure, it is impossible to determine whether this is due to non-constant returns to scale or merely due to sampling variation. We redress this deficiency below.

\(^6\) We state this without formal proof, although results from Kneip et al. (1998) can be extended to give a formal proof. The result is intuitively obvious. If \( \Theta^B \) exhibits non-constant returns to scale at some locations, then for points \((x, y)\) located below the non-constant returns to scale regions of \( \Theta^B \), \( \hat{D}^\text{vrs}_n(x, y) < D(x, y) \) even when the sample size \( n \) approaches infinity.

From the viewpoint of statistical hypothesis testing, the first issue is whether \( \Theta^B \) represents a CRS technology. If there is no evidence to the contrary, there seems to be little reason to examine scale efficiency. As discussed in the previous section, the assumption of CRS embodied in the estimator \( \hat{\tau}^* \) is more restrictive than the assumption of variable returns to scale embodied by \( \Theta^\text{vrs}_n \). This suggests

Test #1 : \( H_0 : \Theta^B \) is globally CRS versus \( H_1 : \Theta^B \) is VRS.

If \( H_0 \) is rejected, we may wish to perform another test with a less restrictive null hypothesis, namely

Test #2 : \( H_0' : \Theta^B \) is globally NIRS versus \( H_1 : \Theta^B \) is VRS.

Numerous test statistics are possible for Test #1. First, consider an estimator of \( s(x, y) \), defined in (2.6):

\[
\hat{s} = \hat{D}^\text{vrs}_n(x, y) / \hat{D}^\text{crs}_n(x, y).
\]

(4.1)

This statistic gives an estimate of the distance between the CRS and VRS estimated frontiers in the output direction at the point where \((x, y)\) is projected onto the estimated frontiers. Evaluating this at each observation \((x_i, y_i) \in \mathcal{S}_n \) yields \( n \) estimates \( \hat{s}_i, i = 1, \ldots, n \), of scale efficiency corresponding to each observation in \( \mathcal{S}_n \). Suppose that for each \( i = 1, \ldots, n \) we compare \( \hat{s}_i \) with the appropriate critical value, rejecting the null hypothesis of CRS whenever \( \hat{s}_i \) falls below an appropriate critical value. Such a procedure amounts to \( n \) applications of Test #1; if each is independent of the other applications, then under the null \( H_0 \) in Test #1, the number of rejections of the null hypothesis \( H_0 \) over the \( n \) tests would be binomially distributed.

Applying the above test \( n \) times with nominal size \( \alpha \) in each case, if the \( n \) individual tests are independent and the true size of the tests is \( \alpha \), then the probability of \( r \leq n \) or more rejections among the \( n \) individual tests, when \( H_0 \) is true, is given by the incomplete beta function

\[
I_{\alpha}(r, n - r + 1) = \sum_{j=r}^{n} \binom{n}{j} \alpha^j (1 - \alpha)^{n-j}.
\]

(4.2)
With a nominal size of 5%, we would reject $H_0$ if $I_{0.05}(r, n - r + 1) < 0.05$.  

Alternatively, a binomial test can be constructed where we reject $H_0$ if only one (or more) of the $n$ individual tests results in a rejection. This approach requires that the size of each of the $n$ individual tests, $\alpha_i$, be chosen much smaller than the global or overall size of the test, $\alpha$. Using (4.2), we have

$$Pr(r \geq 1) = 1 - Pr(r = 0) = 1 - (1 - \alpha_i)^n. \quad (4.3)$$

The null hypothesis $H_0$ will be rejected when this probability is less than or equal to $\alpha$. Thus, setting $Pr(r \geq 1) = \alpha$ yields

$$\alpha = 1 - (1 - \alpha)^{1/n}. \quad (4.4)$$

For example, if $n = 20$ and the overall size of the test is set at $\alpha = 0.05$, then the size of the individual tests should be set at $\alpha_i = 0.00256$.

The binomial tests illustrate the fundamental importance of Test #1. It can only make sense to examine scale efficiency of individual firms if the underlying technology is one of non-constant returns to scale along some regions. Yet, we do not know this – we must first test the null hypothesis $H_0$ in Test #1. If $H_0$ is rejected, one could then in principle use the statistic defined in (4.1) to test hypotheses regarding the scale efficiency of individual firms. Yet, any such tests would necessarily be conditional on the outcome in Test #1, which would affect how one might interpret the results of tests for scale efficiency of individual firms.

Other test statistics for Test #1 are also possible. An obvious candidate is the mean of ratios $\tilde{D}_{n \text{crs}}(x_i, y_i)/\tilde{D}_{n \text{vrs}}(x_i, y_i)$, i.e.,

$$\tilde{S}_{\text{crs}}^{\text{ctc}} = n^{-1} \sum_{i=1}^{n} \frac{D_n^{crs}(x_i, y_i)}{D_n^{vrs}(x_i, y_i)}, \quad (4.5)$$

which is an estimator of $S_n^{crs} = n^{-1} \sum_{i=1}^{n} [D_n^{crs}(x_i, y_i)/D_n^{vrs}(x_i, y_i)]$. If $H_0$ is true, then $D_n^{crs}(x_i, y_i) = D_n^{vrs}(x_i, y_i)$ for all $i = 1, \ldots, n$, and $S_{\text{crs}}^{\text{ctc}} = 1$; otherwise, $S_{\text{crs}}^{\text{ctc}} < 1$. By construction, $\tilde{S}_{\text{crs}}^{\text{ctc}} \leq 1$; the null hypothesis $H_0$ will be rejected when $\tilde{S}_{\text{crs}}^{\text{ctc}}$ is significantly less than unity.

Instead of using the mean of ratios as in (4.5), we might use a ratio of means as our test statistic in Test #1:

$$\tilde{S}_{\text{crs}}^{\text{ctc}} = \frac{n^{-1} \sum_{i=1}^{n} D_n^{crs}(x_i, y_i)}{n^{-1} \sum_{i=1}^{n} D_n^{vrs}(x_i, y_i)}. \quad (4.6)$$

Other possibilities include the median of ratios, the ratio of medians, the 10% trimmed mean of ratios, or the ratio of 10% trimmed means:  

$$\tilde{S}_{\text{crs}}^{\text{ctc}} = \text{Med}\left\{ \frac{D_n^{crs}(x_i, y_i)}{D_n^{vrs}(x_i, y_i)} \right\}_{i=1}^{n}, \quad (4.7)$$

$$\tilde{S}_{\text{crs}}^{\text{ctc}} = \text{Med}\left\{ \frac{D_n^{crs}(x_i, y_i)}{D_n^{vrs}(x_i, y_i)} \right\}_{i=1}^{n}/\text{Med}\left\{ D_n^{vrs}(x_i, y_i) \right\}_{i=1}^{n}, \quad (4.8)$$

$$\tilde{S}_{\text{crs}}^{\text{ctc}} = \text{Trim}_{10}\left\{ \frac{D_n^{crs}(x_i, y_i)}{D_n^{vrs}(x_i, y_i)} \right\}_{i=1}^{n}, \quad (4.9)$$

$$\tilde{S}_{\text{crs}}^{\text{ctc}} = \text{Trim}_{10}\left\{ D_n^{crs}(x_i, y_i) \right\}_{i=1}^{n}/\text{Trim}_{10}\left\{ D_n^{vrs}(x_i, y_i) \right\}_{i=1}^{n}. \quad (4.10)$$

The mean of ratios in (4.5) has an intuitive geometric interpretation. To see this, consider the ratio $D_n^{crs}(x_i, y_i)/D_n^{vrs}(x_i, y_i)$. At the point where $(x_i, y_i)$ is projected onto the estimated frontiers in the output direction, this ratio gives the distance between the estimated VRS frontier and the estimated CRS frontier. If this distance is small on average, we would not want to reject the null hypothesis $H_0$ in Test #1. The ratio of means in (4.6) is a natural variation on this idea. The test statistics

---

7 If the $n$ individual tests are not independent, then the binomial formula is incorrect and the binomial test is questionable. In particular, since each test involves the same estimate of the production set, this may be a crucial issue. The bootstrap methodology we propose in Section 5 ensures independence among the individual tests.

8 Given a set of $n$ scalars $A = \{a_1, \ldots, a_n\}$, we define $\text{Med} A$ as the median of the elements in $A$. In addition, we define $\text{Trim}_{\alpha} A$ as the $\alpha$% trimmed mean of the elements in $A$ obtained by arranging the elements of $A$ in an algebraic order, deleting $5\%$ of the elements from either end of the sorted array, and computing the mean of the remaining 90% of the elements of $A$. The median and trimmed mean are more robust measures of location than the sample mean when the underlying distribution is skewed, as in the present case.
defined in (4.7)–(4.10) are analogous to those defined in (4.5) and (4.6), except that robust measures of location (namely, medians and trimmed means) are used rather than arithmetic means.

If, after employing one of the tests described above, the null hypothesis of global constant returns to scale is rejected, the researcher may wish to perform Test #2 as discussed above. For Test #2, test statistics \( \hat{\eta}_i, \hat{S}_{1a}^{\text{irs}}, \ldots, \hat{S}_{0a}^{\text{irs}} \) analogous to \( \hat{s}_i, \hat{S}_{1a}^{\text{crs}}, \ldots, \hat{S}_{0a}^{\text{crs}} \) can be defined by replacing \( \hat{D}_n^{\text{crs}}(x_i, y_i) \) with \( \hat{D}_n^{\text{irs}}(x_i, y_i) \) in (4.1) and (4.5)–(4.10), respectively, where \( \hat{\eta}_i \) is an estimator of \( \eta(x_i, y_i) \) defined in (2.7).

To employ either of these tests, we must obtain appropriate critical values or estimate p-values. To estimate the appropriate critical values, we extend the bootstrap methodology developed in Simar and Wilson (1998) as discussed in the following section.

5. Bootstrapping the test statistics

In each of our testing problems, we have a univariate parameter represented here by \( \omega \). In each of our tests, if the null hypothesis \( H_0 \) is true, then \( \omega = \omega_0 \). Otherwise, if the alternative hypothesis \( H_1 \) is true, then \( \omega < \omega_0 \). In addition, in each of our tests, we know \( \omega_0 = 1 \) when the null hypothesis is true, but \( \omega \) is unknown. For each test we also have a consistent estimator of \( \omega, \hat{\omega} \). For example, in the case of Test #1, \( \omega \) might represent

\[
S_{1a}^{\text{crs}} = n^{-1} \sum_{i=1}^{n} [D_n^{\text{crs}}(x_i, y_i)/D_n^{\text{crs}}(x_i, y_i)],
\]

which is estimated by \( \hat{S}_{1a}^{\text{crs}} \) defined in (4.5).

For each of our tests, we reject the null hypothesis if \( \hat{\omega} \leq \omega_0 - c_z \), where for a test with size equal to \( \alpha \), \( c_z > 0 \) is such that

\[
\Pr(\hat{\omega} \leq \omega_0 - c_z | H_0) = \alpha.
\]

Unfortunately, however, we do not know the distribution of our test statistic \( \hat{\omega} \) under \( H_0 \), which would allow us to determine the appropriate value for \( c_z \). Efron’s (1979) bootstrap offers a solution to this problem by replicating the DGP which yielded the original sample \( \mathcal{S}_n \) to generate \( B \) pseudo samples \( \mathcal{S}_{bn}^*, b = 1, \ldots, B \), each with \( n \) observations. Then, the original estimation method is applied to each of the pseudo samples to yield bootstrap estimates \( \hat{\omega}_b^* \). This yields an observed empirical distribution for \( (\hat{\omega}^* - \hat{\omega}) \); the idea behind the bootstrap is to use this distribution to approximate the unknown distribution of \( (\hat{\omega} - \omega_0) \) under \( H_0 \).

The crucial point is that the pseudo samples \( \mathcal{S}_{bn}^* \) must be generated such that

\[
(\hat{\omega}^* - \hat{\omega})|H_0 \sim (\hat{\omega}^* - \hat{\omega})|H_0, \mathcal{S}_n; \tag{5.2}
\]

since \( \omega = \omega_0 = 1 \) under the null hypothesis, (5.2) is equivalent to

\[
(\hat{\omega}^* - 1)|H_0 \sim (\hat{\omega}^* - \hat{\omega})|H_0, \mathcal{S}_n. \tag{5.3}
\]

In particular, (5.2) requires that the bootstrap pseudo samples be generated under the null hypothesis. In addition, since for each of our tests the test statistic represented by \( \hat{\omega} \) is composed of distance function estimates, the pseudo samples must be generated so that the empirical bootstrap distributions of the bootstrap distance function estimates consistently estimate the sampling distributions of the original distance function estimates. As demonstrated in Simar and Wilson (1998, 1999a,b, 2000b), the naive bootstrap based on constructing pseudo samples by resampling from the empirical distribution of the \( (x, y) \) pairs does not accomplish this, but a smoothing procedure along the lines of Simar and Wilson (1998, 2000b) does.

Given the bootstrap values \( \hat{\omega}_b^*, b = 1, \ldots, B \), we can approximate \( c_z \) by \( c_z^* \), defined by

\[
\Pr(\hat{\omega}^* \leq \omega_0 - c_z^* | H_0, \mathcal{S}_n) = \alpha, \tag{5.4}
\]

which is the bootstrap analog of (5.1). The conditioning on \( \mathcal{S}_n \) in (5.4) is due to the fact that the distribution of \( (\hat{\omega}^* - \hat{\omega}) \) in (5.2) is conditioned on \( \mathcal{S}_n \). Mechanically, this involves sorting the values \( (\hat{\omega}_b^* - \hat{\omega}) \), \( b = 1, \ldots, B \), by algebraic value, deleting \( (1 - \alpha) \times 100 \) percent of the elements at the right-hand end of this sorted array, and then setting \( -c_z^* \) equal to the right-hand endpoint of the resulting (sorted) array. Given (5.2) and (5.3), we obtain the bootstrap approximation

\[
\Pr(\hat{\omega} \leq \omega_0 - c_z^* | H_0, \mathcal{S}_n) \approx \alpha \tag{5.5}
\]
by substituting $c^*_s$ for $c_s$ in (5.1). Recalling that $\omega_0 = 1$ under the null hypothesis in our tests, we reject the null if

$$\hat{\omega} \leq 1 - c^*_s$$  \hspace{1cm} (5.6)

for a test of size $\alpha$.

Alternatively, the testing problem can be approached in terms of $p$-values (e.g., see Efron and Tibshirani, 1993, Chapters 15–16). Let $\hat{\omega}_{\text{obs}}$ be the observed value of our test statistic $\hat{\omega}$ in a particular application. Then the $p$-value for $H_0$ is

$$p = \Pr(\hat{\omega} \leq \hat{\omega}_{\text{obs}} | H_0);$$  \hspace{1cm} (5.7)

if $p$ were known, we would reject the null hypothesis $H_0$ when $p$ is sufficiently small, say less than 0.05. Under $H_0$, (5.7) is equivalent to

$$p = \Pr(\hat{\omega} - \omega_0 \leq \hat{\omega}_{\text{obs}} - \omega_0 | H_0).$$  \hspace{1cm} (5.8)

Using the bootstrap as described above, this can be approximated by

$$\hat{p} = \Pr(\hat{\omega}^* - \hat{\omega} \leq \hat{\omega}_{\text{obs}} - \omega_0 | H_0, \mathcal{S}).$$  \hspace{1cm} (5.9)

Since conditionally on $\mathcal{S}$, $\hat{\omega} = \hat{\omega}_{\text{obs}}$, (5.9) is equivalent to

$$\hat{p} = \Pr(\hat{\omega}^* \leq 2 \hat{\omega}_{\text{obs}} - \omega_0 | H_0, \mathcal{S}),$$  \hspace{1cm} (5.10)

which can be easily evaluated from the empirical bootstrap distribution obtained from the Monte-Carlo simulation. Note that asymptotically, since $\hat{\omega}$ is consistent, the probability statement in (5.10) is asymptotically equivalent to

$$\hat{p} = \Pr(\hat{\omega}^* \leq \hat{\omega}_{\text{obs}} | H_0, \mathcal{S}).$$  \hspace{1cm} (5.11)

This expression is used in Efron and Tibshirani (1993, Chapter 16). In each of our Monte-Carlo experiments, $\hat{p}$ defined in (5.11) gives tests with size closer to the nominal size than does (5.10); consequently, all of our results in the next section use (5.11) rather than (5.10). If $\alpha$ is the nominal size of our test, then we reject the null hypothesis $H_0$ when $\hat{p} \leq \alpha$.

Each of the test statistics proposed in the previous section is a function of the distance function estimators defined in (3.2)–(3.4). Therefore, bootstrap estimates of the distance function estimators are needed to bootstrap the test statistics defined above. These can be obtained using the methods in Simar and Wilson (1998, 2000b) with resampling from a smooth estimate of the distribution of the $\bar{D}^\text{crs}_n$ so that the null hypothesis is maintained. For the test statistic $\bar{S}^\text{crs}_n$, $B$ bootstrap replications yield $B$ bootstrap estimates

$$\bar{S}^\text{crs}_\text{inst} = n^{-1} \sum_{i=1}^{n} \frac{\bar{D}^\text{crs}_n(x_i, y_i)}{\bar{D}^\text{crs}_n(x_i, y_i)};$$  \hspace{1cm} (5.12)

$b = 1, \ldots, B$. Following the procedures outlined by Eqs. (5.1)–(5.6) or (5.7)–(5.11), we can use these bootstrap values, together with the original estimate $\bar{S}^\text{crs}_n$, to determine $c^*_s$ or $\hat{p}$.

If the null hypothesis of constant returns to scale in Test #1 is rejected, we may adapt the above bootstrap procedure to Test #2 by resampling from an estimate of the distribution of the $\bar{D}^\text{crs}_n(x_i, y_i)$ to maintain the null hypothesis in Test #2.

The binomial test suggested by (4.2) requires independence. This can be ensured by re-ordering the loops in the algorithms in Simar and Wilson (1998, 2000b). Rather than looping over $n$ firms on each bootstrap replication, the binomial test requires that we perform $B$ bootstrap replications for firm 1, then $B$ bootstrap replications for firm 2, . . . , and finally $B$ bootstrap replications for firm $n$. The $B$ bootstrap estimates for each firm are then used to determine the number $r$ of rejections among $n$ trials as described previously. The binomial probability in (4.2) can then be used to determine if enough rejections have occurred to reject $H_0$, the hypothesis of global CRS. Or, the bootstrap values $s^*_b$ for each $i = 1, \ldots, n$ can be used to perform $n$ individual tests of size $\alpha_t$ determined from (4.4), and then $H_0$ can be rejected if these $n$ tests produce one or more rejections. As before, the binomial test can easily be extended to Test #2.

---

9 While we have used the statistic in (4.5) to illustrate our bootstrap procedure, the algorithm can be extended to estimate critical values for the test statistics given by (4.6)–(4.10) by merely rewriting (5.12) to reflect the chosen statistic.
6. Banker’s tests

Banker (1996) proposed three statistics for testing the null hypotheses of CRS or NIRS against the alternative hypothesis of VRS. In terms of our notation, for the case of testing the null hypothesis of CRS, the first of Banker’s statistics is given by

\[
\hat{F}_{1n} = \frac{\sum_{i=1}^{n} \left[ \left( D_{\text{crs}}(x_i, y_i) \right)^{-1} - 1 \right]}{\sum_{i=1}^{n} \left[ \left( D_{\text{crs}}(x_i, y_i) \right)^{-1} - 1 \right]}. \tag{6.1}
\]

Banker’s second statistic amounts to

\[
\hat{F}_{2n} = \frac{\sum_{i=1}^{n} \left[ \left( D_{\text{crs}}(x_i, y_i) \right)^{-1} - 1 \right]^2}{\sum_{i=1}^{n} \left[ \left( D_{\text{crs}}(x_i, y_i) \right)^{-1} - 1 \right]^2}. \tag{6.2}
\]

Banker argued that if \( D(x_i, y_i) \sim \) exponential, then \( \hat{F}_{1n} \sim F_{2n,2n} \). Alternatively, if one assumes \( D(x_i, y_i) \sim \) half-normal, then \( \hat{F}_{2n} \sim F_{n,n} \).

Banker offered no guidance on how one might decide whether the true distance function values are distributed exponentially or half-normally across production units. Moreover, it is unclear why one should be willing to assume any distribution for purposes of hypothesis testing if the distance functions have been estimated nonparametrically. If the researcher were willing to make such an assumption for purposes of testing hypotheses, then why not make use of the distributional assumption in the estimation process? If the distributional assumption is correct, but not used in the estimation process, then presumably the resulting efficiency estimates will be statistically inefficient relative to an estimation procedure that makes use of the distributional information. On the other hand, if the distributional assumption is incorrect, then there is no reason to believe that tests based on the statistics in (6.1) and (6.2) would perform well in terms of size or power.

Kittelsen (1997) suggests two additional problems with Banker’s approach. The distance function estimators used in (6.1) and (6.2) are biased in finite samples, and have very low convergence rates in high dimensions. Thus, even if the distributional assumptions are correct, the resulting statistics are not likely to be \( F \)-distributed in finite samples. Moreover, the numerators are correlated with the denominators, compounding the problem. Kittelsen presents Monte-Carlo evidence showing that these tests perform poorly in terms of size and power with \( p = q = 1 \) and \( n = 100 \), even when the distributional assumptions are correct.

Banker’s third statistic is given by

\[
\hat{K}_{n} = \max \left\{ \left( D_{\text{crs}}(x_i, y_i) \right)^{-1} - \left( D_{\text{vrs}}(x_i, y_i) \right)^{-1} \mid i = 1, \ldots, n \right\}, \tag{6.3}
\]

which is the Kolmogorov–Smirnov test statistic. Kim and Jennrich (1973) give an algorithm for computing the exact sampling distribution for this statistic when \( n^2 \leq 10^4 \), as well as a very good approximation for cases where \( n^2 > 10^4 \).

Each of the statistics defined by (6.1)–(6.3) can be adapted to the case of Test #2, where the null hypothesis is NIRS, by merely replacing \( \hat{D}_{\text{crs}}(x_i, y_i) \) with \( \hat{D}_{\text{vrs}}(x_i, y_i) \). The approach suggested by the third statistic seems more reasonable than the first two, since no distributional assumptions are necessary. Moreover, using \( \hat{K}_{n} \) has a potential advantage over those defined in Section 4, since (possibly computationally burdensome) bootstrapping can be avoided. Unfortunately, however, the distance function estimators in (6.3) are not independent, as observed earlier, violating a key assumption in deriving the sampling distribution for the Kolmogorov–Smirnov statistic. Our Monte-Carlo experiments, as well as Kittelsen (1997), indicate that tests based on this statistic have a grossly incorrect size.

7. Evidence from Monte-Carlo experiments

As in any statistical testing problem based on asymptotics, the bootstrap procedures discussed in
Section 5 may involve errors (either type I or type II) in finite samples due to sampling variation in the distance function estimators as well as additional noise introduced by the resampling process itself. As a result, the true sizes of the tests described in Section 5 may differ from the nominal value $\alpha$. In order to examine the performance of our bootstrap tests of returns to scale, we ran a series of Monte-Carlo experiments.

For each experiment, we used $B = 2000$ bootstrap replications, and performed 1000 Monte-Carlo trials. In addition, we used the homogeneous bootstrap described in Simar and Wilson (1998). For each Monte-Carlo trial, after generating the input and output data, we computed the relevant test statistics. Then, we applied the bootstrap procedures outlined in Section 5 to obtain critical values for each test statistic at various nominal significance levels. On each Monte-Carlo trial, we used a standard normal kernel function with a bandwidth that minimized mean weighted integrated square error. We estimated the true size of each test for each experiment by recording the number of times the null hypothesis was rejected at each significance level over all Monte-Carlo trials, then dividing by the number of Monte-Carlo trials. In each of our experiments, the number of outputs, $q$, was set equal to one to simplify the data-simulation process and to reduce the computational burden. All input data $(x_i)$ were simulated by generating identically, independently distributed (i.i.d.) pseudo random uniform deviates on the interval $(1, 9)$. 

We first examined the performance of the bootstrap in the context of Test #1. We ran 12 experiments, with one output ($q = 1$), either one or two inputs ($p \in \{1, 2\}$), and $n \in \{20, 40, 60\}$. To simulate the output data $(y_i)$ under the null hypothesis that $\beta$ exhibits CRS everywhere, we first generated i.i.d. pseudo random standard normal deviates $v_i$. Then the output for the $i$th simulated firm was computed as

$$y_i = \prod_{j=1}^{p} x_{ij}^{1/p} e^{-0.1|v_i|}, \quad i = 1, \ldots, n.$$  

The Monte-Carlo results for Test #1, with one input ($p = 1$), appear in Table 1. Similarly, Monte-Carlo results for Test #1 with two inputs ($p = 2$) appear in Table 2.

The first binomial test performs quite poorly in terms of its size, which is larger than the size of any of the other tests in Tables 1 and 2 in almost every instance. The second binomial test also performs quite poorly, but its size is far smaller than the nominal size in every instance, with the true size becoming smaller (for a given nominal size) as the sample size $n$ increases. This seemingly perverse behavior is explained by considering the expression in (4.4). With $n = 60$ and an overall nominal test size of 0.1, the individual tests comprising the second binomial test procedure should have size 0.00175 – apparently requiring a higher degree of accuracy in estimating the tail of the sampling distribution than is achieved with $B = 2000$ bootstrap replications. The problem is worse when the overall nominal test size is 0.05 or less. While the second binomial test might be more accurate if a much larger number of bootstrap replications were used, doing so would substantially increase the computational burden of the test, and make our Monte-Carlo experiments infeasible.

---

10 In particular, kernel estimators, while consistent, are slow to converge. Resampling from kernel estimates of the density of distance function estimates might be a significant source of noise in the bootstrap process.

11 In effect, our bootstrap procedures are attempting to estimate the tails of sampling distributions. Researchers typically set $B \approx 100$ when computing variances, and $B \approx 1000$ when computing confidence intervals. Since estimating the tail of a distribution constitutes a more difficult problem, we chose $B = 2000$ to ensure adequate coverage. For the experiment represented in Table 1 with $n = 20$, we also used 4000 and then 10,000 replications to check whether the choice of $B$ would influence our results for the statistics $S_{10}^{crs}, \ldots, S_{20}^{crs}$. In both instances, we obtained estimates of true size very close to those reported in Table 1 with $B = 2000$.

12 Details of this are given in a technical appendix, available from the authors on request.

13 Pseudo random uniform $(0, 1)$ deviates were generated using the multiplicative congruential generator with modulus $(2^{31} - 1)$ and multiplier 16807 (see Lewis et al., 1969). Pseudo random normal deviates were generated via the Box–Muller method (see Press et al., 1986, pp. 202–203).
Table 1
Monte-Carlo estimates of size – Test #1 (H₀ : CRS) one input, one output (p = 1, q = 1)

<table>
<thead>
<tr>
<th>Statistic</th>
<th>Nominal size</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.3</td>
</tr>
<tr>
<td>n = 20</td>
<td></td>
</tr>
<tr>
<td>S₁₁</td>
<td>0.384</td>
</tr>
<tr>
<td>S₂₂</td>
<td>0.368</td>
</tr>
<tr>
<td>S₃₃</td>
<td>0.357</td>
</tr>
<tr>
<td>S₄₄</td>
<td>0.562</td>
</tr>
<tr>
<td>S₅₅</td>
<td>0.378</td>
</tr>
<tr>
<td>S₆₆</td>
<td>0.522</td>
</tr>
<tr>
<td>Binomial #1</td>
<td>0.504</td>
</tr>
<tr>
<td>Binomial #2</td>
<td>0.165</td>
</tr>
<tr>
<td>F₁₁</td>
<td>0.690</td>
</tr>
<tr>
<td>F₂₂</td>
<td>0.999</td>
</tr>
<tr>
<td>K₁₁</td>
<td>0.389</td>
</tr>
<tr>
<td>n = 40</td>
<td></td>
</tr>
<tr>
<td>S₁₁</td>
<td>0.320</td>
</tr>
<tr>
<td>S₂₂</td>
<td>0.313</td>
</tr>
<tr>
<td>S₃₃</td>
<td>0.323</td>
</tr>
<tr>
<td>S₄₄</td>
<td>0.471</td>
</tr>
<tr>
<td>S₅₅</td>
<td>0.325</td>
</tr>
<tr>
<td>S₆₆</td>
<td>0.477</td>
</tr>
<tr>
<td>Binomial #1</td>
<td>0.513</td>
</tr>
<tr>
<td>Binomial #2</td>
<td>0.067</td>
</tr>
<tr>
<td>F₁₁</td>
<td>0.597</td>
</tr>
<tr>
<td>F₂₂</td>
<td>0.676</td>
</tr>
<tr>
<td>K₁₁</td>
<td>0.321</td>
</tr>
<tr>
<td>n = 60</td>
<td></td>
</tr>
<tr>
<td>S₁₁</td>
<td>0.294</td>
</tr>
<tr>
<td>S₂₂</td>
<td>0.278</td>
</tr>
<tr>
<td>S₃₃</td>
<td>0.312</td>
</tr>
<tr>
<td>S₄₄</td>
<td>0.411</td>
</tr>
<tr>
<td>S₅₅</td>
<td>0.290</td>
</tr>
<tr>
<td>S₆₆</td>
<td>0.435</td>
</tr>
<tr>
<td>Binomial #1</td>
<td>0.466</td>
</tr>
<tr>
<td>Binomial #2</td>
<td>0.057</td>
</tr>
<tr>
<td>F₁₁</td>
<td>0.518</td>
</tr>
<tr>
<td>F₂₂</td>
<td>0.001</td>
</tr>
<tr>
<td>K₁₁</td>
<td>0.166</td>
</tr>
</tbody>
</table>

Banker’s test (Banker, 1996) statistics defined in (6.1) and (6.2) also perform poorly. This is to be expected for the first two of Banker’s statistics, since the DGP’s in (3.1) used for our Monte-Carlo experiments in Tables 1 and 2 do not reflect the distributional assumptions underlying these tests. ¹⁴ Although $\hat{F}_{CRS}$ results in a test with true size close to the nominal size for nominal sizes in the range 0.1–0.01 and for $n = 20$ in Table 1, its performance deteriorates in Table 1 as the sample size is increased. In Table 2, the true sizes of tests based on this statistic are much too large in every instance. The second of Banker’s statistics, $F_{CRS}$, yields tests with true size that is near zero for small nominal sizes. But, the true size of these tests jumps suddenly to values far in excess of the nominal size as the nominal size is increased. This behavior again

¹⁴ The specification in (7.1) ensures that, for $p = 1$, we have $D(x, y) = x_i e^{-0.1|\tilde{v}_i|}/x_i = e^{-0.1|\tilde{v}_i|}$, and hence $\log D(x, y) \sim$ half-normal.
merely reflects the misspecification of the distributional assumptions underlying these tests. While our Monte Carlo experiments are designed in such a way that it ensures that tests based on \( F_{1n}^{crs} \) and \( F_{2n}^{crs} \) will have incorrect size, we would expect similar results in real applications since there is no convincing reason why distance function values should be distributed either exponentially or half-normally. The Kolmogorov–Smirnov statistic in (6.3) suggested by Banker avoids the distributional assumptions underlying the other tests suggested by Banker, but this test also performs poorly in our Monte-Carlo experiments, yielding tests with true size that is either much too large or too small relative to nominal size.

Of the remaining statistics, \( S_{2n}^{crs} \) consistently performs best in terms of size. In Table 1 with one input and one output, the true size is quite close to the nominal size with only 40 observations. In Table 2 where we consider two inputs, the true size is larger, but not as large as the other tests. Moreover, as sample size increases, we see that the
size of tests based on $S_{2n}^{crs}$ decreases toward the nominal size more rapidly than for other tests we consider. The increased size in Table 2, relative to Table 1, merely reflect the curse of dimensionality inherent in non-parametric estimators of technical efficiency; with more than 60 observations, we would expect the size of our bootstrap tests to improve, but it is computationally infeasible to demonstrate this in Monte-Carlo experiments.

Among the statistics $S_{1n}^{crs}, \ldots, S_{6n}^{crs}$, $S_{4n}^{crs}$ performs most poorly in both Tables 1 and 2, although its performance improves with sample size. The next-poorest performance in Tables 1 and 2 is by $S_{6n}^{crs}$. There are no compelling differences in the performance of $S_{1n}^{crs}$, $S_{3n}^{crs}$, and $S_{5n}^{crs}$ in Tables 1 and 2, but these are dominated in almost every instance by the performance of $S_{2n}^{crs}$.

In evaluating the performance of our test statistics and bootstrap procedure for Test #2, we must simulate the data under the null hypothesis of NIRS. We simulate the input data as before. For the case of one input, we compute the output for the $i$th simulated firm as

$$ y_i = \begin{cases} x_i e^{-0.1|\epsilon_i|} & \text{if } x_i \leq 5; \\ \left(\frac{5}{2} + \frac{1}{2} x_i\right) e^{-0.1|\epsilon_i|} & \text{otherwise}. \end{cases} \quad (7.2) $$

For the case of two inputs, we compute the output for the $i$th simulated firm as

$$ y_i = \begin{cases} \sqrt{x_{i1}} \sqrt{x_{i2}} e^{-0.1|\epsilon_i|} & \text{if } x_{i1} + x_{i2} \leq 11; \\ \left\{ \sqrt{\frac{5a}{\nu_1}} \left(1 + \frac{5a}{\nu_1} \right)^{-1} \\ \left[ x_{i1} - \left(\frac{5a}{\nu_1}\right) \left(1 + \frac{5a}{\nu_1} \right)^{-1} \right]^{1/4} \\ \times \left[ x_{i2} - \left(11 + \frac{5a}{\nu_1} \right)^{-1} \right]^{1/4} \right\} e^{-0.1|\epsilon_i|} & \text{otherwise.} \end{cases} \quad (7.3) $$

This ensures continuity in the simulated technology. We ran 12 experiments, analogous to those for Test #1. Results for the case of one input are shown in Table 3, while results for the case of two inputs are shown in Table 4.

The results in Tables 3 and 4 are qualitatively similar to those in Tables 1 and 2. The binomial tests perform poorly in every case, as do Banker’s tests. The binomial tests and Banker’s exponential and half-normal tests do not improve with sample size; the Kolmogorov–Smirnov test improves only very slightly with sample size. Among the remaining statistics, $S_{2n}^{nirs}$ has estimated true size closer to nominal size than the other statistics in almost every case. Surprisingly, in view of the previous results, $S_{1n}^{nirs}$ does not stand out as having exceptionally bad performance in Table 3, but $S_{3n}^{nirs}$ does. Note that in Table 4, as the sample size increases from $n = 20$ to $n = 60$, the estimated sizes diverge from the nominal sizes for the first six test statistics in many cases. Statistical consistency does not necessarily imply any type of monotonic convergence; the phenomena in Table 4 merely reflects the curse of dimensionality. Apparently, for the test of the null hypothesis of NIRS, with $p + q = 3$, even $n = 60$ is a very small sample size.

There is, of course, a trade-off between size and power in hypothesis testing. Therefore, we also examined the power of tests based on the statistics $S_{1n}^{crs}, \ldots, S_{6n}^{crs}$, which performed best in our Monte-Carlo experiments in terms of size. Since it is typically impossible to analytically derive power functions when either the null or alternative hypotheses are composite, examining the power of our tests requires additional Monte-Carlo experiments. Since these experiments are computationally burdensome, we focus only on Test #1 for the case of one input and one output, and sample size $n = 20$.

To examine the power function for our test, data must be generated such that the null hypothesis of CRS is false. Let $\varphi \in (\frac{1}{2}, \pi]$. We simulated inputs $x_i$ by generating i.i.d. pseudo random uniform deviates on the interval $(-5|1 - \tan (\frac{\varphi}{2} - \frac{\pi}{2})|/\tan(\frac{\pi}{2} - \frac{\varphi}{2}), 9)$. Output data $(y_i)$ were simulated by first generating i.i.d. pseudo random standard normal deviates $\epsilon_i$ as before, and then setting

$$ y_i = \begin{cases} \{5[1 - \tan(\frac{5\varphi}{2} - \frac{\pi}{2})] + \tan(\frac{5\varphi}{2} - \frac{\pi}{2}) x_i\} e^{-0.1|\epsilon_i|} & \text{if } x < 5, \\ \{5[1 - \tan(\frac{\varphi}{2} - \frac{\pi}{2})] + \tan(\frac{\varphi}{2} - \frac{\pi}{2}) x_i\} e^{-0.1|\epsilon_i|} & \text{otherwise} \end{cases} \quad (7.4) $$

for $i = 1, \ldots, n$. For $\varphi = \pi$, (7.4) reduces to $y_i = x_i e^{-0.1|\epsilon_i|}$, where the technology exhibits CRS
everywhere. For $\varphi < \pi$, the technology has a kink at the point $(5, 5)$ in $(x, y)$-space, so that the technology and a ray from the origin tangent to the technology form angles of $\frac{\pi - \varphi}{2}$ radians on either side of the point $(5, 5)$. The technology itself forms a right angle at $(5, 5)$ when $\varphi = \frac{\pi}{2}$. By varying the value of $\varphi$ in our Monte-Carlo experiments, we can control the degree of departure from the null hypothesis of CRS.

Using the DGP represented by (7.4), we performed Monte-Carlo experiments with $\varphi \in \{\pi - \kappa, \pi, \frac{\pi}{2}, \pi - \frac{\pi}{2}\}$ to estimate the power function $P(\varphi)$ for each statistic $S_{1n}, \ldots, S_{kn}$. Each experiment consisted of $M = 1000$ Monte-Carlo trials, with $B = 2000$ bootstrap replications on each of these trials. For nominal size equal to 0.05, $n = 20$, and $p = q = 1$, this yielded the results shown in Fig. 1. These results indicate that tests based on $S_{2n}$ have good power even for small departures from the null hypothesis of CRS. For instance, with $\kappa = 0.01$, $P(\varphi) = 0.619$; for $\kappa = 0.02$, $(\varphi) = 0.866$, and for
By contrast, for tests based on $bSScrs_{3n}$, the power is much lower as indicated by Fig. 1. Tests based on $bSScrs_{4n}$ also have low power.

8. Conclusions

As with most Monte-Carlo studies, the scope of our experiments is rather limited in terms of the number of cases considered due to the computational burden. Each experiment requires solution of $[2 \times M \times n \times (B + 1)]$ LPs, where $M$ is the number of Monte-Carlo trials, with the time required for each LP increasing with the number of observations and the dimensionality of the input/output space. Nonetheless, our results provide some insight into the likely performance of non-parametric tests regarding returns to scale in small-sample applications.

In most instances, we find that the true sizes of our tests are reasonably close to the nominal sizes.
or that the difference is comparable to corresponding differences that have been reported for other statistics used by econometricians in testing, for example, hypotheses regarding unit roots in time series data. Indeed, since there seem to be no other formal statistical tests of regarding returns to scale in the context of DEA models at this time, our tests seem to offer the best alternative. In our experiments, we find that the true sizes of our tests typically exceed the nominal sizes, which would tend to cause excessive type-I errors in small samples.

Whether this is a great problem may depend on the purpose of the tests; if the purpose is to decide which estimator of the production set to use in estimating distance functions, then our results indicate that the choice will be too often in favor of estimators that do not assume constant returns to scale. This means that distance function estimates may be less statistically efficient than they could be.
when the true technology is CRS. But, if the true technology is not CRS everywhere and the CRS estimator of the production set is used, distance function estimates will be statistically inconsistent. So, for this purpose, type-I errors may be less serious than type-II errors, since statistical inconsistency is a worse problem than statistical inefficiency. If, on the other hand, the researcher is trying to infer returns to scale along the technology to answer economic policy questions, then armed with the information provided by this study, careful researchers should perhaps choose a smaller nominal size than they otherwise would, particularly as the dimensionality of the input/output space increases for a given number of observations.
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